**Text Classification Based on BERT and Convolutional Neural Networks**

Fatemeh Kamyabkalantari

Student number: 501087713

Ryerson University

CIND 820: Big Data Analytics Project

Dr. Tamer Abdou

Winter 2022

**Abstract**

Recently, deep learning has achieved impressive success in Natural Language Processing tasks. BERT is one of the remarkably rewarding deep learning models employed in various NLP classification tasks such as topic detection, question answering, and sentiment analysis. This study presents a hybrid technique of combining the BERT which stands for **B**idirectional **E**ncoder **R**epresentations from **T**ransformers and the **C**onvolutional **N**eural **N**etwork (CNN). This model embraces the BERT to train the word semantic representation language model. According to the word context, the semantic vector is dynamically generated and then placed into the CNN to predict the output.

In this study, we employ the most common BERT-Base model including ALBERT, RoBERTa, DistilBERT,BERT-Large in order to compare their performance to the hybrid model in which, the BERT embedding method uses to transform all the texts into numerical vectors. Then, the convolutional neural network will be applied to these numerical vectors to classify these texts into their appropriate classes. For the illustration, in this paper, we use the AG’s news, the IMDB movie reviews, and Yahoo! Answers datasets to perform our experiments, showing that the performance of the convolutional neural network model is better than the performances of the BERT-Base models.
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